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AI Ethics Canvas: Guidebook 

The AI Ethics Canvas is a tool for helping you and your team think through ethical 

issues that might arise in the development and deployment of an artificial intelligence–

enabled system or machine learning model. It combines various different perspectives 

from philosophical ethics, professional ethics in computing, and emerging AI ethics 

frameworks. 

For a list of references and further reading, see Appendix D – Bibliography. 

The AI Ethics Canvas 

The AI Ethics Canvas is divided into nine cells to be filled in. It should be completed as 

part of the initial steps in your design cycle – corresponding to the Discover phase, or 

the initial divergent thinking phase, in the Double Diamond framework. Revisit the AI 

Ethics Canvas at each subsequent step of the design cycle – in the Double Diamond 

framework, Define, Develop, Deliver, and Evaluate. 

Before beginning, familiarize yourself with the layout of the canvas and consider what 

additional resources you may need to assemble in order to complete it. For example, 

you may want to have a few browser tabs open with your company’s mission statement; 

your databases; any relevant policies, regulations, or contracts; and so on. 

The nine sections are as follows. 

Each is detailed in subsequent 

sections of this guidebook:  

1. Purpose 

2. Stakeholders 

3. Datasets 

4. Vulnerable Groups 

5. Accountability 

6. Ethics Tools 

7. Possible Harms 

8. Possible Benefits 

9. Ethics Plan 

The AI Ethics Canvas can be completed by an individual, but it is more effective to 

complete it in a group. Diverse perspectives are essential to catching bias and other 

ethical issues. Consider having a meeting of at least an hour with relevant team 
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members. If possible, include external stakeholders, members of other relevant 

departments, and executives. 

Before beginning to fill in the first cell, write the name of the project and the date. Decide 

as a group whether to include the names of all those present at the meeting, or whether 

to use the Chatham House Rule (i.e., anyone who attends the meeting is allowed to use 

any information provided or created in the discussion, but is not allowed to attribute any 

comment to any particular attendee) or a similar procedure to ensure mutual trust and 

safety for all participants. 

Each cell has several questions to consider when filling it in. You don’t necessarily have 

to answer them all – and not all of them may be applicable to your situation. But you 

should consider each of the questions provided, and how your answers to one set of 

questions shapes your answers to the others. 

You’ll also find that sometimes after answering one set of questions, new considerations 

occur to you that are relevant to earlier questions. Feel free to jump back and forth 

through the cells as new things come to light! Like design, ethics planning is an iterative 

process. 

Finally, don’t feel that these are the only important questions. If you think of other 

considerations, include them! Make the AI Ethics Canvas your own – and let the creator 

know your experiences and suggestions by emailing contact@trystangoetze.ca. 

1. Purpose 

Consider the following questions: 

• What kind of AI-enabled system are we proposing to 

create? 

• For what internal purpose are we creating this AI system? 

What problem(s) will this system solve for us? 

• For what external purpose are we creating this AI system? 

What problem(s) will this system solve for our customers, 

clients, stakeholders, etc.? 

mailto:contact@trystangoetze.ca?subject=AI%20Ethics%20Canvas
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2. Stakeholders 

Consider the following questions: 

• Who are your primary stakeholders, in general? Consider 

your customers or clients, and anyone else who might be 

affected by your business decisions. 

• Of your stakeholders, who will be interacting directly with 

the AI system? Alternatively, who will be directly impacted 

by the system’s behaviour?  

• Which stakeholders have you already communicated with 

about the project? Which stakeholders have you not 

consulted yet? 

• Are there any stakeholders you hadn’t yet considered 

when thinking about the purposes this AI system might 

serve for them? If yes, go back to (1) before continuing. 

3. Datasets 

Consider the following questions: 

• What data do we need to train and test the AI system we 

have proposed? 

• What data do we already have at our disposal? 

• What data do we need to obtain? 

• Are there privacy or consent issues with using these data? 

• Are the data representative? Are they biased? 

4. Vulnerable Groups 

Consider the following questions: 

• Of our stakeholder groups, are any historically or currently 

marginalized with regard to race, ethnic origin, sex, 

gender, sexuality, disability, age, religion, language, 

indigenous status, or other equity-deserving categories? 

• Due to their marginalization, are any of these groups 

particularly vulnerable to errors, bias, or harm due to the 

AI system we propose to develop? 

• Have people from those groups been consulted as part of 

the development of the AI system? If yes, what was their 
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perspective? If not, pause and make plans to hold such 

consultations before continuing. 

5. Accountability 

Consider the following questions: 

• How will we ensure that any decisions taken by or with the 

aid of the AI system will be explainable to our 

stakeholders? 

• Is our use of AI and datasets compliant with relevant 

privacy and data control legislation (e.g. GDPR, 

PIPEDA)? 

• If a stakeholder or regulator asks a question about how 

their data are used, are we prepared to offer an 

explanation of which data are collected or processed, for 

what purpose, and how long they will be retained? If not, 

pause and make plans for how to handle such a situation. 

• Who is responsible for data security in connection with 

this project? 

6. Ethics Tools 

Consider the following questions: 

• Will we be using ethics tools for ensuring fairness and lack 

of bias in our data and in our models’ outputs (e.g., the 

Aequitas Bias and Fairness Audit)? 

• Are our datasets and machine learning models 

accompanied by explanatory information slips (e.g., 

datasheets for datasets, model cards for model 

reporting)?  

• Will we use an assessment tool to ensure that our AI 

systems meet the standards of AI ethics principles (e.g. 

the Responsible AI Design Assistant)? 

• Are there any other ethics tools that would be useful to 

this project? 

See Appendix D – Bibliography for links to these and other tools. 
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7. Possible Harms 

Consider the following questions: 

• What forms of physical harm could arise due to our AI 

system? 

• What forms of emotional or psychological harm could 

arise due to our AI system? 

• Could our AI system unfairly deny people access to 

economic opportunities? 

• Are there circumstances where our AI system could 

infringe on people’s human rights (e.g., right to dignity, 

liberty, privacy)? 

• What is the environmental impact of developing and using 

the AI system? 

• Could our AI system manipulate people or contribute to 

social harms (e.g., misinformation, propaganda, inequity)? 

• Will implementing this AI system replace any human 

workers? 

• Rate each of these harms based on how significant they 

are, and how likely they are to occur. 

Before moving on, ask if there are any perspectives, particularly those of historically 

marginalized groups, that haven’t yet been considered in this harms assessment. 

8. Possible Benefits 

Consider the following questions: 

• What economic or efficiency benefits might this AI system 

provide for our organization? For our stakeholders? 

• What emotional or psychological benefits might this AI 

system provide for our employees? For our stakeholders? 

• Will our AI system promote greater equity for historically 

marginalized groups? 

• Are there other benefits that may be produced by our AI 

system (e.g., health, environmental, educational)? 

Compare your answers in this cell to your answers under Possible Harms. Does it look 

like the AI system you’re developing will have a net positive, net negative, or neutral 

impact on society? 
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9. Ethics Plan 

Synthesize the contents of the other cells to create a list of 

concrete next steps to ensure that the current and following 

phases of your design and development cycle is ethically 

responsible. 

Assign specific people or teams to particular AI ethics tasks, 

such as data security, privacy liaison, stakeholder meeting 

facilitation, completion of AI ethics tools. 

Put timescales on the different tasks you identified above. For 

example, When will you meet with stakeholders? When will the 

ethics tools be completed? Ensure that these tasks are explicitly 

part of your project pipeline. 

Plan to revisit this canvas periodically, as major milestones are 

reached in your project’s schedule. Consider any new 

information that has come to light during the design and 

consultation process and revise accordingly. 

Finally, plan ahead to review and evaluate the AI system’s 

performance some time after implementation, taking into account 

not just where it is achieving its internal and external purposes, 

but also whether any unanticipated ethical issues have arisen. 

Appendices 

The following sections contain bibliographic and legal information. You should 

familiarize yourself with Appendix C – Licence before using the AI Ethics Canvas. 

A. Credits 

This is version 0.2 of the AI Ethics Canvas. Find the most up-to-date version here: 

https://www.trystangoetze.ca/AIcanvas  

The AI Ethics Canvas was created in 2021 by Trystan S. Goetze, Ph.D., in consultation 

with Katrina Ingram and Ethically Aligned AI, Inc. It is based on Alex Osterwalder’s 

Business Model Canvas and the many variations that have followed it. In particular, the 

following were important influences on this canvas and guidebook: 

• Business Model Canvas, Alex Osterwalder, 

https://strategyzer.com/canvas 

https://www.trystangoetze.ca/AIcanvas
https://strategyzer.com/canvas
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• Business Ethics Canvas, Richard Vidgen, 

https://ethicalai.ai/2020/05/09/business-canvas-for-

ethical-ai-richard-vidgen/  

• Data Ethics Canvas, Open Data Institute, 

https://theodi.org/article/the-data-ethics-canvas-2021  

• Ethics Canvas, ADAPT Centre for Digital Content Technology, 

https://ethicscanvas.org/ 

Learn more about Trystan’s work here: https://www.trystangoetze.ca/ 

Learn more about Ethically Aligned AI here: 

https://www.ethicallyalignedai.com/  

B. Artwork 

The graphics used on the AI Ethics Canvas and in this guidebook are from the Noun 

Project, a collection of community-created vector graphics, 

https://thenounproject.com. Each graphic is licensed CC-BY 3.0 

https://creativecommons.org/licenses/by/3.0/. Redistribution of these 

graphics without inclusion of these attributions is prohibited, unless you purchase a 

licence from the creators through the Noun Project’s website. 

1. Idea by Berkah Icon, https://thenounproject.com/icon/1291989/  

2. group by vigorn, https://thenounproject.com/icon/2350086/  

3. Data by Kimmi Studio, https://thenounproject.com/icon/1832609/  

4. Danger by Gonzalo Bravo, https://thenounproject.com/icon/50917/  

5. Justice by Mutualism, https://thenounproject.com/icon/3778371/  

6. tools by Maxim Kulikov, 

https://thenounproject.com/maxim221/collection/hand-

tools/?i=943563  

7. Scared by Alice Design, https://thenounproject.com/icon/2546414/  

8. Happy by Alice Design, https://thenounproject.com/icon/2562064/  

C. Licence 

The AI Ethics Canvas and this Guidebook are provided under a CC-BY-SA 4.0 

International licence https://creativecommons.org/licenses/by-sa/4.0/. In 

brief, you are welcome to make and distribute copies of these works for any purpose, so 

long as any copies and derivative works are distributed under the same licence or a 

substantively similar licence (such as the GNU General Public Licence). Additional 

copies of the AI Ethics Canvas and this guidebook are available from 

https://www.trystangoetze.ca/AIcanvas/. If you use this canvas, please let 

https://ethicalai.ai/2020/05/09/business-canvas-for-ethical-ai-richard-vidgen/
https://ethicalai.ai/2020/05/09/business-canvas-for-ethical-ai-richard-vidgen/
https://theodi.org/article/the-data-ethics-canvas-2021
https://ethicscanvas.org/
https://www.trystangoetze.ca/
https://thenounproject.com/
https://creativecommons.org/licenses/by/3.0/
https://thenounproject.com/icon/1291989/
https://thenounproject.com/icon/2350086/
https://thenounproject.com/icon/1832609/
https://thenounproject.com/icon/50917/
https://thenounproject.com/icon/3778371/
https://thenounproject.com/maxim221/collection/hand-tools/?i=943563
https://thenounproject.com/maxim221/collection/hand-tools/?i=943563
https://thenounproject.com/icon/2546414/
https://thenounproject.com/icon/2562064/
https://creativecommons.org/licenses/by-sa/4.0/
https://www.trystangoetze.ca/AIcanvas/
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the creator know about your experience by sending an email to: 

contact@trystangoetze.ca. 
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